DEVELOPMENT OF OBJECT DETECTION AND CLASSIFICATION WITH YOLOV4 FOR SIMILAR AND STRUCTURAL DEFORMED FISH
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Abstract

Food scarcity is an issue of concern due to the continued growth of the human population and the threat of global warming and climate change. Increasing food production is expected to meet the challenges of food needs that will continue to increase in the future. Automation is one of the solutions to increase food productivity, including in the aquaculture industry, where fish recognition is essential to support it. This paper presents fish recognition using YOLO version 4 (YOLOv4) on the «Fish-Pak» dataset, which contains six species of identical and structurally damaged fish, both of which are characteristics of fish processed in the aquaculture industry. Data augmentation was generated to meet the validation criteria and improve the data balance between classes. For fish images on a conveyor, flip, rotation, and translation augmentation techniques are appropriate. YOLOv4 was applied to the whole fish body and then combined with several techniques to determine the impact on the accuracy of the results. These techniques include landmarking, subclassing, adding scale data, adding head data, and class elimination. Performance for each model was evaluated with a confusion matrix, and analysis of the impact of the combination of these techniques was also reviewed. From the experimental test results, the accuracy of YOLOv4 for the whole fish body is only 43.01 %. The result rose to 72.65 % with the landmarking technique, then rose to 76.64 % with the subclassing technique, and finally rose to 77.42 % by adding scale data. The accuracy did not improve to 76.47 % by adding head data, and the accuracy rose to 98.75 % with the class elimination technique. The final result was excellent and acceptable.
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1. Introduction

Global warming and climate change are issues that have received much attention and concern from many scientists and researchers after the COVID-19 pandemic disaster [1]. The biggest problem that is feared to arise from this issue is that it will lead to food scarcity [2]. Food scarcity has also become a threat to the world community because the human population is growing [3]. For this reason, increasing food production is expected as one solution to answer the challenges of food needs that will continue to increase in the future. One of the strategies to increase productivity is automation. Besides increasing production, automation in the food industry will also maintain food quality and safety factors [2, 3].

In the aquaculture industry, especially in the fish industry and its processing, the fish recognition process has been needed to support the automation process during the sorting process,
inspection, or another process [4]. Fish recognition is an exciting and challenging topic because it presents various challenges [5, 6]. One of the challenges is that the types of fish are usually very similar to one another. In addition, the condition of the fish outside the water undergoes structural deformation, such as changed or damaged eyes, scales, and fins. These things become a unique challenge in the fish recognition process, especially for fish in the aquaculture industry [7].

Fish classification (FC) using computer vision and machine learning is an exciting research topic and has been continuously developed over the last two decades [7]. In recent years, new methods or approaches have been developed to achieve a high level of accuracy.

Image processing plays a vital role before the recognition algorithm is run. For example, it removes noise with a median filter, detects fish objects, and separates them from the background with a histogram, BLOB analysis, and threshold [7]. The other is image enhancement with contrast enrichment, auto segmentation of fish objects with various techniques [7–9], orientation correction using multi-stage exhaustive enumerative (MSEE) [7], Color Multi-Scale Retinex (MSR) to overcome water turbidity [10], and GMM, Pixel-Wise Posteriors [11], and Optical Flow [12] for fish detection in complex background scenarios.

Features on fish objects are essential for machine learning for the classification process [13]. The literature reported a maximum of 133 features for FC [14]. Features widely used for FC include geometric, statistical, color, and textual features [15]. Then, Artificial Neural Networks (ANN) with supervised learning algorithms were widely chosen for fish classification [9, 16–18].

The algorithms used also vary, such as CNN [4, 19–23], YOLO [10, 12, 24], few-shot learning for limited training images [25], Alex-Net, ResNet-18, ResNet-50, Inception-V3, and GoogLeNet [7]. In addition, modifications were also made to the algorithm to increase performance, such as modifications to Alex-Net [26], modification of CNN [27], and modification of Res-Net [9]. Another approach is combining standard algorithms with decision algorithms such as SVM (Support Vector Machine) [28, 29], Naive Bayesian classifier (NBC) [7, 30], KNN [31], decision tree [29], and backpropagation classifier [18]. Classification performance improves with integrating traditional classifiers such as random forest trees and SVM as layers compared to other standard deep learning networks [32]. In cloudy and blurred underwater images, hyperspectral imaging systems are reported to be more suitable than visual systems [33]. In addition, a transfer learning approach has also been attempted to use a pre-trained network for FC [34].

This paper presents the results of fish recognition using the viral YOLO algorithm with a relatively new version (version 4) which is still rarely used in fish. The condition of very similar fish between species and fish with structural deformation becomes a difficult challenge. In addition to testing the recognition of fish under these conditions using YOLOv4, a significant contribution of this work is the trial of combining YOLOv4 with various techniques to determine its impact on accuracy results. Applying landmarking, subclassing, adding fish scale data, adding fish head data, and class elimination strategies are among the techniques mentioned.

2. Material and methods

2.1. Fish dataset

In this work, the «Fish-Pak» dataset has been used, in which its dataset consists of six fish species, namely:

1) *Catla* (Thala);
2) *Hypophthalmichthys molitrix* (Silver);
3) *Labeo rohita* (Rohu);
4) *Cirrhinus mrigala* (Mori);
5) *Cyprinus carpio* (Common carpio);
6) *Ctenopharyngodon Idella* (Grass carp) [35].

These fish are commonly bred in South Asia, such as India and Pakistan [36], and some types can also be found in other regions, such as Southeast Asia. Image data on each fish species, consisting of images of the whole body, head only, and scales only. There are 271 images of the body, 254 images of the scale, and 390 images of the head, so that the total fish images in this dataset are 915 images.
Some types of fish are very similar and very difficult to distinguish by ordinary people. In addition, the pictures of the fish were taken in out of water conditions with misalignment and structural deformation conditions such as the eyes and scales that were damaged lightly, moderately, and severely until the contents of the stomach came out. This causes this dataset to be considered quite ideal in this work. Examples of fish images in this dataset can be considered in Fig. 1.

![Fig. 1. Example images from Fish-Pak dataset:](image)

2.2 Image augmentation

The number of images for each fish species in the Fish-Pak dataset is minimal (less than 100) and not balanced between one species and another. Little image data for each class type makes validation low, and unbalanced data makes the algorithm get unequal opportunities in the training process for each class type. For this purpose, image augmentation is required [7]. The augmentation technique used in this work is flip, rotation, and translation, which is suitable for fish objects on the conveyor [32].

\[ I_f^c = \{ I_{f}^{c,1}, I_{f}^{c,2}, \ldots, I_{f}^{c,N_c} \} \]

\[ m_f = \left\{ m_f^c = \frac{1}{-\frac{N_c}{N_T}}, c \in [1, 2, \ldots, C] \right\} \]

\[ I_{af}^{mc} = \left\{ H(I_f^c, F_a, \theta_a, T_a) \mid a \in [1, 2, \ldots, m_f^c] \right\} \]

\[ I_{af}^{c} = \{ I_{f}^{c,1}, I_{f}^{c,2}, \ldots, I_{af}^{c,1}, I_{af}^{c,2}, \ldots, I_{af}^{c,N_c} \} \]

As a consequence, the image is randomly divided into 80% for training and 20% for testing [26]. A description of this dataset can be summarized in Table 1.

With augmentation, the number of images becomes more prosperous, and now the data is more balanced, as indicated by the STD (Standard Deviation) value, which was initially 23.16 and then decreased to 19.87.
In this work, the effect of adding scale and head data to the training process on the algorithm used is also tested. For this reason, scale and head image data in the dataset are also used. However, the scale and head data augmented and used for training are only limited to 3 classes, namely Catla, C. Carpio, and G. Carp, because only these three classes are challenging to detect and classify by the algorithm (low detection and classification results). Augmentation is also done so that the data is balanced for each class. The multiplication factor is determined in the same way that new datasets can be created. For scale image data, $N_T$ is set to 27, and the head image is set to 48. All new datasets for scale and head in the three classes are used as training data. It can be observed in detail in Table 2.

### Table 2
Scale and head image data and augmentation

<table>
<thead>
<tr>
<th>Fish</th>
<th>Scale Image</th>
<th>Scale &amp; Augmented</th>
<th>For Training (Scale)</th>
<th>Head Image</th>
<th>Head &amp; Augmented</th>
<th>For Training (Head)</th>
<th>Total Training w/Scale &amp; Head</th>
</tr>
</thead>
<tbody>
<tr>
<td>Catla</td>
<td>11</td>
<td>33</td>
<td>33</td>
<td>25</td>
<td>75</td>
<td>75</td>
<td>188</td>
</tr>
<tr>
<td>C. Carpio</td>
<td>44</td>
<td>44</td>
<td>44</td>
<td>64</td>
<td>64</td>
<td>64</td>
<td>188</td>
</tr>
<tr>
<td>G. Carp</td>
<td>9</td>
<td>27</td>
<td>27</td>
<td>16</td>
<td>48</td>
<td>48</td>
<td>163</td>
</tr>
<tr>
<td>Mori</td>
<td>71</td>
<td>71</td>
<td>0</td>
<td>100</td>
<td>100</td>
<td>0</td>
<td>112</td>
</tr>
<tr>
<td>Rohu</td>
<td>62</td>
<td>62</td>
<td>0</td>
<td>114</td>
<td>114</td>
<td>0</td>
<td>117</td>
</tr>
<tr>
<td>Silver</td>
<td>57</td>
<td>57</td>
<td>0</td>
<td>71</td>
<td>71</td>
<td>0</td>
<td>113</td>
</tr>
<tr>
<td>Total</td>
<td>254</td>
<td>294</td>
<td>104</td>
<td>390</td>
<td>472</td>
<td>187</td>
<td>881</td>
</tr>
</tbody>
</table>

Standard Deviation Average (3 classes) 16.05 7.04 20.83 11.09 – –

### Table 1
Dataset image detail and augmentation (body)

<table>
<thead>
<tr>
<th>Fish</th>
<th>Number of Images (body)</th>
<th>Multiplication Factor</th>
<th>Number of Augmented Images</th>
<th>New dataset (Body)</th>
<th>Training (80 %)</th>
<th>Testing (20 %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Catla</td>
<td>20</td>
<td>4</td>
<td>80</td>
<td>100</td>
<td>80</td>
<td>20</td>
</tr>
<tr>
<td>C. Carpio</td>
<td>50</td>
<td>1</td>
<td>50</td>
<td>100</td>
<td>80</td>
<td>20</td>
</tr>
<tr>
<td>G. Carp</td>
<td>11</td>
<td>9</td>
<td>99</td>
<td>110</td>
<td>88</td>
<td>22</td>
</tr>
<tr>
<td>Mori</td>
<td>70</td>
<td>1</td>
<td>70</td>
<td>140</td>
<td>112</td>
<td>28</td>
</tr>
<tr>
<td>Rohu</td>
<td>73</td>
<td>1</td>
<td>73</td>
<td>146</td>
<td>117</td>
<td>29</td>
</tr>
<tr>
<td>Silver</td>
<td>47</td>
<td>2</td>
<td>94</td>
<td>141</td>
<td>113</td>
<td>28</td>
</tr>
<tr>
<td>Total</td>
<td>271</td>
<td>–</td>
<td>466</td>
<td>737</td>
<td>590</td>
<td>147</td>
</tr>
</tbody>
</table>

Standard Deviation Average 23.16 – – 19.87 – –

2. 3. YOLO and training process

In this work, YOLO version 4 (YOLOv4) is used. YOLO (You Only Look Once) is a very popular, widely used, and widely developed algorithm for object detection because of its ability to quickly and accurately detect objects. It is the reason why YOLO is used in this work. YOLO was built from 24 convolution layers and two fully connected layers at the beginning of its development, as shown in Fig. 2. Until now, YOLO has continued to be developed to improve accuracy and detection time, including up to YOLOv4 used in this work [37]. The YOLO training process in each test was carried out with a batch size of 32 with 32 subdivisions. Data enhancement was performed by rotation with a threshold between a minimum of −180° and a maximum of 180° (with 90 steps), and contrast with a threshold between a minimum of 0.4 and a maximum of 1.1 (with 0.2 steps). Data enhancement during the training process is not done by simulating noise and blur. Each training process is carried out until the average loss value becomes acceptable, i. e., up to 0.01 to a maximum of 0.03.
2.4. Experimental testing

YOLOv4, which is expected to work well to detect and classify similar and deformed fish, is applied to the selected dataset. Then several experiments were carried out to determine the impact on the results. The experiment combined the YOLOv4 with several techniques: landmarking, subclassing, adding scale data in the training process, adding scale and head data, and class elimination.

Recognition optimization using the landmarking technique (LM technique): this method makes the occupancy ratio of objects in the image effective during the training process. The occupancy ratio is the ratio between the object that wants to be recognized and the total area in the image or bounding box, including the background [7]. A higher excellent occupancy ratio (1 or close to 1) means expected more effectiveness for the algorithm to extract the features of the object during the training process, so that it is expected that the recognition result will be more accurate. The occupancy ratio of the image or bounding box \( OR_{bb} \) is obtained from the comparison between the object area in the image or bounding box \( I_{bb} \) and the total area of the row \( M \) and column \( N \) in the image or bounding box as in (5). In this work, let’s compared the YOLOv4 training process with the whole image input and the landmarking method to determine the impact of the occupancy ratio on objects during training on the recognition output, as shown in Fig. 3.

\[
OR_{bb} = \frac{\sum_{i=1}^{M} \sum_{j=1}^{N} I_{bb}(i,j)}{M \times N}.
\]  

\( (5) \)

Subclassing: the subclassing technique is used when different subspecies within a class, such as different colors, patterns, or shapes, can be distinguished. As in this work, class C. Carpio

Fig. 2. YOLO Architecture [38]

Fig. 3. Object segmentation method for YOLOv4 training: \( a \) – insert the whole image; \( b \) – use the landmarking technique

This landmarking technique is carried out with the CiRA-Core software:
has C. Carpio brown and C. Carpio red (Fig. 4), which are in the same class (C. Carpio). For that, the class C. Carpio red will be added in this subclassing technique. This method is applied to see the impact on the recognition ability in the class and as a whole.

![Fig. 4. The same class (C. Carpio) consists of different subspecies: a – C. Carpio Brown; b – C. Carpio Red](image)

Trials were carried out by incorporating images of heads and scales into the training process. It is intended to enrich object feature references and focus on algorithm training. Head and scale images are used because each type of fish in the dataset can be distinguished from the head and scales. The head and scale images have been augmented as previously described.

Class elimination technique: algorithm limitations in classification, are evaluated by class elimination techniques.

The number of classes eliminated \( E_C \) is determined by \( N_C - 1 \), where \( N_C \) is the number of classes whose accuracy level cannot be accepted, as shown in (6):

\[
E_C = N_C - 1. \tag{6}
\]

2.5. Validation matrix

A confusion matrix is used to validate the experimental results. The confusion matrix is built from 4 building blocks, namely True Positive \( (TP) \), True Negative \( (TN) \), False Positive \( (FP) \), and False Negative \( (FN) \). True Positive \( (TP) \) is described as when the model detects the object correctly. True Negative \( (TN) \) is described when the model does not detect an object because the object does not exist. False Positive \( (FP) \) is described when the model detects an object but is wrong, including when it detects a double, even though it has correct predictions (double prediction with the wrong class). Furthermore, False Negative \( (FN) \) is described when the model does not detect an object even though it exists [8].

Accuracy is one of the evaluation metrics, which is denoted in (7). It is the ratio of the total number of correct predictions to the total of all predictions:

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \times 100 \%. \tag{7}
\]

where, \( TP \) – True Positives, \( TN \) – True Negatives, \( FP \) – False Positives, and \( FN \) – False Negatives. Alternatively, the level of model accuracy can also be expressed by:

\[
\text{Accuracy} = \frac{\sum_i^{N} P_i}{\sum_i^{N} |Q_i|} \times 100 \%, \tag{8}
\]

where \( \sum_i^{N} P_i \) is the number of correct predictions, and \( \sum_i^{N} |Q_i| \) is the total number of predictions.

Precision is the ratio between correctly classified fish \( (TP) \) and positive detection (number of \( TP \) and \( FP \)). It calculates the percentage of fish classified accurately as:

\[
\text{Precision} = \frac{TP}{TP + FP} \times 100 \%. \tag{9}
\]
Recall or sensitivity is the ratio between the correctly classified fish (TP) and the fundamental truth fish (total number of TP and FN), which can be defined as:

\[
\text{Recall} / \text{Sensitivity} = \frac{TP}{TP + FN} \times 100\%.
\] (10)

Specificity is determined by the ratio of TN to the sum of FP and TN, as described:

\[
\text{Specificity} = \frac{TN}{TN + FP} \times 100\%.
\] (11)

\[F1\text{Score} \text{ (Measure F)}\] is a metric calculated as the average of precision symphony and memory [39], as denoted by the following equation:

\[
F1\text{Score} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \times 100\%.
\] (12)

### 3. Results and discussions

The experimental results were obtained from testing 20% of the test data from the augmented dataset as described previously. First of all, YOLOv4 is trained with raw images as a whole, and the results are evaluated. From the test results, the results are not good. Only one class (Mori) achieved good accuracy (96.43%), while the other classes only achieved 65% accuracy (Catla) or below (Rohu; 48.28% and Silver; 39.29%). Class G. Carp achieves very low accuracy (9.09%), and even class C. Carpio achieves 0% accuracy. The overall accuracy was only 43.01%.

Then YOLOv4 is trained by applying the landmarking technique to each image data set. The result is that the accuracy performance has increased by 72.65%. However, in class C. Carpio and G. Carp still got poor accuracy scores at this step and were still not acceptable (15 and 40.91%).

Then the subclassing technique is applied. At the final evaluation, C. Carpio red was separated and became a separate class, but it was still grouped as C. Carpio. As a result, the overall accuracy increased to 76.64%. The accuracy results in class C. Carpio also increased significantly, from 15 to 60%, and Catla from 80 to 100%. However, it turns out that this also affects the level of accuracy of other classes that are lower. The Rohu class, originally 100, fell to 86.21%, and the G. Carp, fell significantly from 40.91 to 13.64%.

Then the data scale is added during the training process. As a result, the final average accuracy increased to 77.42%. However, several classes produced low and unacceptable accuracy, namely C. Carpio (40%), G. Carp (54.55%), and Catla (70%). Then the head data is also added. The result turned out to be unexpected because it did not improve accuracy, but slightly lowered it. The overall accuracy average dropped to 76.47%. Some classes still produce a low and unacceptable level of accuracy, namely G. Carp (27.27%), C. Carpio (50%), and Catla (85%).

The last is the data training trial by applying the class elimination technique. From a series of trials that have been carried out, three classes always get poor and unacceptable accuracy scores; G. Carp, C. Carpio, and Catla. By applying (6), which has been described previously, two classes will be eliminated. Those classes are two classes with the lowest accuracy results (G. Carp and C. Carpio). From the test results, the final accuracy value is excellent and could reach 98.75%. Even so, the average value of accuracy for each class reaches 95% or more. The accuracy results of this series of experiments are summarized in Table 3 and Fig. 5. Fig. 6 shows the results of the evaluation by the confusion matrix, and Fig. 7 shows the other parameters’ results (precision, recall/sensitivity, specificity, and F1 score).

A limitation should also be reported in this work. This study used CiRA-Core software as the main tool to run YOLO as a recognition algorithm. This software has many advantages, such as being easy to use and being integrated (supports ready-to-use technology). However, the main limitation related to this work is that the YOLO algorithm provided is patent/cannot be modified.
Because of that, it is not possible to do a study to modify the YOLO algorithm to improve recognition performance.

Table 3
Experimental results (accuracy)

<table>
<thead>
<tr>
<th>Class</th>
<th>Body (Whole Image)</th>
<th>Body (with landmarking technique)</th>
<th>Body (after subclassing)</th>
<th>Body+ Scale</th>
<th>Body+ Scale+Head</th>
<th>Body (4 classes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Catla</td>
<td>65.00</td>
<td>80.00</td>
<td>100.00</td>
<td>70.00</td>
<td>85.00</td>
<td>95.00</td>
</tr>
<tr>
<td>C. Carpio (+C. Carpio Red)</td>
<td>0.00</td>
<td>15.00</td>
<td>60.00</td>
<td>40.00</td>
<td>50.00</td>
<td>–</td>
</tr>
<tr>
<td>G. Carp</td>
<td>9.09</td>
<td>40.91</td>
<td>13.64</td>
<td>54.55</td>
<td>27.27</td>
<td>–</td>
</tr>
<tr>
<td>Mori</td>
<td>96.43</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>Rohu</td>
<td>48.28</td>
<td>100.00</td>
<td>86.21</td>
<td>100.00</td>
<td>96.55</td>
<td>100.00</td>
</tr>
<tr>
<td>Silver</td>
<td>39.29</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>Average</td>
<td>43.01</td>
<td>72.65</td>
<td>76.64</td>
<td>77.42</td>
<td>76.47</td>
<td>98.75</td>
</tr>
</tbody>
</table>

Fig. 5. Experimental results (accuracy)

Another point that should also be reported is the weakness. Suppose referring to the report of the results of this work, it is possible to agree that this study is very good to find out the impact and increase in the use of the techniques used in combination with YOLOv4 on similar and deformed fish objects on the level of accuracy or other performance parameters. However, the only major disadvantage in this study is that the best results could be achieved by eliminating (sacrificing) two classes of fish with low recognition performance. This matter makes this work incapable of fully answering the challenge.

For this reason, this study can be further developed in the future to improve accuracy and other performance parameters for an entire class. It may be done by modifying the YOLO algorithm used (by another tool) or applying image processing techniques that have not been performed in this study.
Fig. 6. Confusion matrix results for: 
- \(a\) – training with the whole image; 
- \(b\) – with landmarking technique; 
- \(c\) – with subclassing technique; 
- \(d\) – with the addition of scale image; 
- \(e\) – with the addition of scale and head image; 
- \(f\) – with only four classes (after class elimination); 
- \(g\) – total data
4. Conclusions

A series of experiments shows that YOLOv4 is promising for detecting and classifying fish species with similar and deformed conditions, both of which are characteristic of fish in the aquaculture industry. On the «Fish-Pak» dataset, which contains six species of fish, the accuracy of YOLOv4 is only 43.01 %, but the result rose to 72.65 % with the landmarking technique, and finally rose to 76.64 % with the subclassing technique, then rose to 77.42 % by adding scale data. The accuracy did not improve to 76.47 % by adding head data, and finally, the accuracy rose to 98.75 % with the class elimination technique. However, the accuracy rate can be further improved with complete classes (without class elimination) in future work. Image processing techniques may be improved for pre-processing or also by modifying the recognition algorithm.
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