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1. Introduction

1.1. The object of research

The object of research is the basic architectures of deep learning neural networks.

1.2. Problem statement

The solution of classification problems is a demanded task in control, monitoring and diagnostics systems. Such a task often arises in the analysis of diagnostic images, for example, in the field of medicine, seismology, cosmology and other fields, for example, diagnostics using MRI images, determining mineral deposits using seismic images, determining the types of objects using
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telescope images, and others. Obviously, solving the problem requires high accuracy. However, achieving the required accuracy, as a rule, requires large computing resources: namely, the consumption of video memory and the cost of learning/output time, which are not always available to the user. Therefore, the development of methods for improving the classification accuracy on deep learning networks in conditions of limited computer resources is an urgent task and has practical significance.

The main modern approach to image analysis is the use of convolutional neural networks (CNNs). For such tasks, the basic architectures of neural networks have been developed, which have actually become standard. Modern research is aimed at modifying such architectures to improve accuracy and/or reduce the computational resources required to train and output a network.

When developing basic architectures, the following are used:
1. Skip-connection to solve the problem of vanishing gradient;
2. Global pooling to significantly reduce the size of the global layer and the invariance of the network to the dimension of the input image;

With these tools, learning problems are solved in the underlying architectures.

The following basic architectures are most often used for image analysis:
A feature of these architectures is the use of skip connections, which after the development [1] became the standard for all networks.
2) DenseNet [4].
A feature of the network is a new scheme for using skip connections.
3) EfficientNet [5].
The first two types of architecture made it possible to scale the architecture in depth, that is, by increasing the number of layers. EfficientNet allows to scale the architecture not only in depth, but also in width, that is, by increasing the number of convolution channels.

However, when solving current applied problems, neural networks of the basic architecture can’t always provide the required accuracy. The following methods are used to improve accuracy:
1) Cross-validation of the training dataset into \( N \) parts, followed by learning \( N \) neural networks of the same architecture and averaging the prediction result.
2) The use of an ensemble of neural network models consists in the simultaneous use of basic architectures of various types, such as ResNet, EfficientNet, as well as their modifications.

Using cross-validation and ensemble of models is computationally intensive as it is necessary to train and make predictions on multiple networks.

Therefore, the problem arises of determining such methods for modifying basic architectures that improve the classification accuracy and require insignificant additional computing resources.

1.3. Approach to problem solution

The main approach to solving this problem can be methods for modifying basic architectures:
– based on the method of scaling architecture SCAN (A Scalable Neural Networks Framework), proposed in [6];
– based on the ensemble of TreeNet models proposed in [7];
– a method for integrating several CBNet backbone networks, proposed in [8].

Each of these methods has been developed to improve the accuracy of the associated classification or segmentation application. Evidence of the effectiveness of these modifications can be carried out experimentally and tested on test problems. However, no publications have yet been presented on the study of a comparative analysis of these methods from the point of view of the efficiency of increasing accuracy on the same problems. Therefore, it is necessary to prioritize the use of both each of the methods independently, and their combinations.

The aim of research is to determine such methods of modifications of the basic architectures of the convolutional neural network, as well as their combinations, which provide the maximum improvement in the classification accuracy.
2. Methods for modifying architectures

2.1. Method of scaling architecture

An element of the basic architecture of a neural network is a block – a group of layers that process a signal of the same dimension in width and height. Usually a block contains the following layers: convolution, activation, addition layer, multiplication layer. In what follows, such blocks will be denoted by Bi, where i is the depth of the block placement relative to the input layer. The final layer is the FC (fully connected) layer.

The work [6] presents a method for modifying SCAN (A Scalable Neural Networks Framework), which proposes:

1) Using additional outputs (classifier layers) in the neural network after each of the blocks (Fig. 1).

![SCAN network diagram](image)

To ensure that the fully connected layer is not directly connected to the output of the block, the output signal passes through an additional bottleneck layer and an attention layer. Thus, the network will have several outputs.

Based on the computational experiments carried out in this study, it was found that the best results are obtained by the ScalaNet network, which has 3 outputs: standard FC and 2 additional.

2) Modification of the loss function for auxiliary classifiers is made in such a way that, in addition to the cross-entropy function, the sum of several functions is used:

\[ \text{loss} = \sum_i ((1 - \alpha) \cdot \text{CrossEntropy} + \alpha \cdot KL + \lambda \cdot \text{DIFF}), \]  \hspace{1cm} (1)

where \( C \) – the number of classifiers, \( \alpha, \lambda \) – coefficients that determine the influence of each component of the sum, CrossEntropy – cross-entropy function between a real label and a predictable one, \( KL \) – Kullback–Leibler distance between the current \( C \)-th classifier and the final one, \( Diff \) – difference between the output of the current classifier and the final one.

In this study, computational experiments were carried out to determine the optimal loss function. On their basis, the cross-entropy function was chosen.

3) Establishment of thresholds for additional classifiers for calculating the final result.

In this study, computational experiments were carried out to determine the best method for integrating the results obtained at all outputs. The arithmetic mean was chosen as the final result.

The basic SCAN architecture requires additional computational resources through the use of the bottleneck layer. Computational experiments carried out in this study have shown...
that when this layer is abandoned, the computational costs compared to the core network are almost unchanged. In general, using the bottleneck layer results in a slight increase in accuracy.

2. 2. A way of learning an ensemble of TreeNet models

In [7], it is proposed to use an ensemble of TreeNet models, in which some of the layers will be common (Fig. 2). The complexity of such an architecture relative to the basic one depends on the number of joint blocks and is intermediate between the autonomous network and the ensemble of models.

![Fig. 2. Versions of the TreeNet network: a – with one independent block; b – with three independent blocks](image)

By choosing a place for connecting additional outputs closer to the network input, it is possible, on the one hand, to increase the classification accuracy, but, on the other hand, to significantly increase the required computing resources.

2. 3. Method of integrating multiple backbone networks

The work [8] proposed a type of network designed for segmentation, which has several backbone-networks (standard networks) CBNet. Each such j-th network consists of i-th blocks. The output of each block \( b_i^j \) is directed not only to the next block \( b_{i+1}^j \), but also to the input of the i-th block of the \( (j+1) \)-th network \( b_i^{j+1} \) after the corresponding reduction of the dimension (Fig. 3).

![Fig. 3. Fragment of the CBNet network](image)

Since such a modification is very demanding on computational resources, a simplified version was proposed in the study [5], in which not all blocks of the i-th backbone are used, but only a few last blocks. In this work, only the parallel connection of the last unit is tested.
3. Computational experiments

3.1. Applied neural networks

EfficientNet-b5 is chosen as the basic architecture for carrying out computational experiments. This choice is due to the fact that the efficientNet-b5 network does not require a large amount of resources and provides high accuracy results. The following modifications of this architecture were used:

1. ScanNet – modification of the network according to method 1 with two additional outputs of classifiers according to method 1 (Fig. 1).
2. TreeNet – modification of the network according to method 2, in which the last block is duplicated twice (Fig. 2).
3. ScanNet+TreeNet – modification according to methods 1 and 2.
4. CBNet – modification of the network, in which the last block is duplicated twice according to methods 3 (Fig. 3).
5. ScanNet+CBNet – modification according to methods 1 and 4.

The sixth network that took part in the experiments is the basic efficientNet-b5 as a reference.

3.2. Test problem

Computational experiments are carried out on the SIIM-ISIC Melanoma Classification dataset provided on the Kaggle platform [9]. The images show pictures of birthmarks. The original label is \{0, 1\}, where 1 – the birthmark is melanoma.

The dataset is provided by ISIC (The International Skin Imaging Collaboration). The training part of the data contains 33126 images, testing – 10982. In addition, a collection of images from competitions of previous years is provided on the platform [10]. Thus, the size of the training dataset is 60487 images.

In addition to the images, the patient’s metadata are also available: gender, approximate age, location of the birthmark, and others. Metadata is not used in this study.

In the dataset examples, there is a significant data imbalance: among the 60487 training data, there are 55008 labeled 0 (melanoma) and 5479 labeled 1 (melanoma).

The area under the ROC-curve is specified as the metric of the accuracy of the competition. The size of the images in the examples is 6000×4000 pixels. Before being fed to the neural network, the image size was reduced to 384*384. During learning, balancing was used: the same number of examples of both classes was fed to the network. Also, during learning, augmentation was used, which consisted in random distortion of the input image before feeding it to the neural networks. Among the methods of augmentation were used distortions, rotations, reflections, random changes in brightness/contrast, and others. In the final prediction, TTA (test time augmentation) was used, which consisted in anticipating the label not only of the input image, but also of its augmentations from the D4 symmetry group. That is, the neural network provided 8 marks for one image, and the result was averaged as an arithmetic mean.

3.3. Experiment parameters

To determine the optimal loss function, a series of computational experiments was carried out, based on the results of which, the following loss function was determined:

\[
loss = \text{BinaryCrossEntropy} + 0.15 \times \text{FocalLoss} (\text{gamma}=2),
\]  

(2)

where BinaryCrossEntropy is the result of binary cross-entropy between the provided labels and the real ones; FocalLoss is a loss function [11] for examples with a larger error (the coefficient of the gamma degree is chosen 2).

To increase the accuracy, the training sample was divided into 5 parts using cross-validation.

The learning was carried out on an Nvidia GTX 1080ti video card, Batch size 8.

4. Results

The proposed network modifications took part in the Kaggle competition. The value of the metric for evaluating the results of the network is shown in Table 1. Kaggle public score – the public score displayed on the Kaggle platform immediately after loading the pre-
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diction result, Kaggle private score – the final result, which is announced after the end of the competition.

Table 1
The accuracy of the SIIM-ISIC Melanoma Classification problem solution

<table>
<thead>
<tr>
<th>#</th>
<th>EfficientNet-b5 network modification type</th>
<th>Area under the ROC curve</th>
<th>Local Cross-validation Score</th>
<th>Kaggle public Score</th>
<th>Kaggle private score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>–</td>
<td></td>
<td>0.94489</td>
<td>0.9109</td>
<td>0.9218</td>
</tr>
<tr>
<td>2</td>
<td>ScanNet</td>
<td></td>
<td>0.95635</td>
<td>0.9141</td>
<td>0.9286</td>
</tr>
<tr>
<td>3</td>
<td>TreeNet</td>
<td></td>
<td>0.94717</td>
<td>0.9123</td>
<td>0.9214</td>
</tr>
<tr>
<td>4</td>
<td>ScanNet+TreeNet</td>
<td></td>
<td>0.95975</td>
<td>0.9140</td>
<td>0.9303</td>
</tr>
<tr>
<td>5</td>
<td>CBNet</td>
<td></td>
<td>0.94673</td>
<td>0.9115</td>
<td>0.9216</td>
</tr>
<tr>
<td>6</td>
<td>ScanNet+CBNet</td>
<td></td>
<td>0.96317</td>
<td>0.9133</td>
<td>0.9337</td>
</tr>
</tbody>
</table>

For the competition, the result was presented, which consisted of the predictions of each of the networks.
According to the results of the competition, the ensemble of models took 65th place among 3314, which allowed it to enter the top 2 % of participants and receive a virtual silver medal.

5. Discussion of research results

The final result of the prediction for each of the networks is a generalization of the solutions of the additional and final outputs of the classifiers.
According to the research results, the total end result for all networks was more accurate than each of the independent outputs. For example, for the ScalaNet network the final result was 0.95635, and each of the i-th outputs was respectively: 0 (the last final output) – 0.95602; 1 – 0.95106; 2 – 0.90868.
The best accuracy results were obtained using a combination of ScanNet and CBNet methods.
The disadvantages of using the combination of ScanNet+CBNet methods include a significant increase in video memory consumption when analyzing large-scale images.
Thus, the limitation of the use of this combination of methods is associated with the limitations of the user’s computing resources, primarily the amount of video memory.
The prospect for further research is the analysis and improvement of neural networks, which contain two branches. The first branch has a classic architecture and receives a thumbnail image as input. The second one has a simplified architecture, but receives a larger source image as input. The end result is a union of the results from both branches.

6. Conclusions

1. Based on the analysis of the existing methods for improving the classification accuracy on the starter networks of basic architectures, it has been determined that the following methods are the most effective: architecture scaling (ScanNet), learning an ensemble of TreeNet models, integration of several backbone networks (CBNet).
2. Computational experiments implemented the following modifications of the basic architectures of the Sgot networks: ScanNet, TreeNet, CBNet and their combinations: ScanNet+TreeNet, ScanNet+CBNet.
3. On the basis of the computational experiments, the effectiveness of these methods has been proved in comparison with the basic architectures: according to the area under the ROC curve metric, the accuracy value has increased from 0.94489 (network without modifications) to 0.96317 (network with ScanNet+CBNet modifications).
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